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The optical properties available for an object are most often fragmented and insufficient for photorealistic ren-
dering of the object. We propose a procedure for digitizing a translucent object with sufficient information for
predictive rendering of its appearance. Based on object material descriptions, we compute optical properties and
validate or adjust this object appearance model based on comparison of simulation with spectrophotometric
measurements of the bidirectional scattering-surface reflectance distribution function (BSSRDF). To ease this
type of comparison, we provide an efficient simulation tool that computes the BSSRDF for a particular light-view
configuration. Even with just a few configurations, the localized lighting in BSSRDF measurements is useful for
assessing the appropriateness of computed or otherwise acquired optical properties. To validate an object appear-
ance model in a more common lighting environment, we render the appearance of the obtained digital twin and
assess the photorealism of our renderings through pixel-by-pixel comparison with photographs of the physical
object. ©2024Optica PublishingGroup under the terms of theOpticaOpen Access Publishing Agreement

https://doi.org/10.1364/AO.521974

1. INTRODUCTION

In a broad range of manufacturing disciplines, each product
has a digital twin useful for product design and quality assur-
ance. The digital twin facilitates digital prototyping, a process
that enables the designer to virtually explore use of materials
before manufacturing starts. This saves time and reduces waste.
However, if we are to trust and make decisions based on a digital
twin, we need an ability to predictively render the appearance of
the object it represents. We present a pipeline for creating digital
twins from material characterization, appearance modeling of
translucent materials, and validation from measurements.

The photorealism of a rendered image is often assessed
implicitly by juxtaposition of a rendered image and a similar
photograph, side-by-side, resulting in a visual search task of
spotting the differences. A difficult task when comparing images
with dense high-frequency details [1] as the visual working
memory is limited to a few features at the time [2,3]. This means
that when comparing two images the user needs to study each
image and learn all the details that could potentially vary. It is not
possible to know which details might vary a priori and details
outside the locus of visual attention are not learned. Because of
this, the viewer is forced to shift attention back and forth repeat-
edly looking for details to compare without knowing which
details to focus on. In our validation, we align camera-based
measurements with simulations to enable direct computation of

error metrics and difference images. We thus provide a method
for quantitative assessment of the accuracy of an object appear-
ance model on top of the commonly used qualitative assessment
available through photo-render juxtaposition.

The bidirectional scattering-surface reflectance distribu-
tion function (BSSRDF) is a function for representing the
appearance of a translucent object. The first primary facility
for traceable measurements of the BSSRDF recently became
available [4,5]. This enables us to validate the optical properties
acquired for a translucent object by comparing simulation with
measurements. While techniques for estimating optical prop-
erties often have a focus on a particular feature of light-matter
interaction, such as the absorption and scattering coefficients
[6–9], some methods strive for a more complete object digitiza-
tion that enables photorealistic rendering [10,11]. Due to the
lack of BSSRDF measurements, estimated optical properties of
a translucent material are rarely validated. We describe the data
needed to perform predictive rendering of a digital twin with
an emphasis on procedures needed for validating the optical
properties in these data and for assessing the photorealism of the
predictively rendered images.

The BSSRDF encompasses both insurface and subsurface
scattering [12]. The macroscopic shape together with the scat-
tering and absorption properties of the interior of an object
thus do not suffice for completely digitizing object appearance.
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We demonstrate the use of acquired surface topography data for
approximating the insurface scattering by estimating the micro-
facet normal distribution, which we insert in a bidirectional
scattering distribution function (BSDF). We also test different
choices of the directional distribution (phase function) used
for the subsurface scattering and their influence on accurately
capturing of the BSSRDF function. When our model better fits
the BSSRDF measurements, we also obtain more photorealistic
renderings.

2. RELATED WORK

A large body of literature is concerned with acquisition of the
optical properties of materials. It is common to estimate opti-
cal properties based on spatially varying diffuse reflectance
[8,9,13–15] or integrating sphere measurements [6,7,16]. An
alternative approach is to compute optical properties based on
a more microscopic description of the material [17,18]. This is
the approach we take in this work. Regardless of how we obtain
optical properties, we need a fairly complete coverage of the
visible part of the spectrum to fully digitize the appearance of
an object. We also need information about both insurface and
subsurface scattering [12], and since the full object surface serves
as the boundary of the subsurface scattering, we also need the
full object shape [19,20]. We 3D scan the object surface and
use surface topography measurements to estimate the insurface
scattering.

In computer graphics, optical properties are acquired with
the purpose of rendering realistic images [21]. The photoreal-
ism of an image rendered using acquired optical properties is
however often left for the reader to judge from looking at the
rendered image [22,23]. In some cases, the rendered image and
a similar photograph are juxtaposed to assist the intuition of
the reader [24–26]. Methods are available in optics that enable
pixel-by-pixel comparison of photographed and rendered
images [10,11]. With differentiable rendering [27,28], another
option is to let an optimizer home in on the shape and the optical
properties of the object observed in a photo [29]. This approach
is however limited by the approximate material appearance
models used for the differentiable forward simulation. In this
work, we suggest use of sparse BSSRDF measurements for
validating computed optical properties followed by use of a
photo-render comparison for assessing the photorealism of the
digitized object.

If we do not care about the optical properties of the material
but simply want to capture the appearance of a specific produced
item, the manufacturer’s reference specimen, for example, we
can use image-based techniques [30–33]. These approaches
take advantage of neural networks to learn the appearance of
an object from a set of input images. The light-view configura-
tions these models can accurately predict the recorded object
appearance for however depend on the captured data. Our use
of computed optical properties makes our method useful for
arbitrary light-view configurations. In addition, with optical
properties computed from a microscopic description of the
material, the digital twin retains a direct link to the material
microstructure, such as size and type of surface microfacets and
subsurface particles. This enables us to estimate the product

appearance consequence of changes in the microstructure due to
changes in production.

3. MATERIALS AND METHOD

Figure 1 provides an overview of the different steps in our
approach to digital twinning. Initially, we characterize the object
of interest by collecting information on its micro and macro
geometry as well as refractive indices of its different material
constituents. The collected data serve as input for computing
optical properties that describe scattering of light by surface
microfacets and subsurface particles. These in turn serve as
boundary conditions and input parameters for the radiative
transfer equation, which we solve in simulation by Monte Carlo
ray tracing. To acquire data for validation, we perform BSSRDF
measurements and capture photographs of the object and the
surrounding lighting environment. An object appearance
model is validated by comparing simulations with BSSRDF
measurements and rendered images with captured photographs.
In the following sections, we describe the steps in more detail.

A. Object Characterization

The first step of the digitization pipeline is a characteriza-
tion of the object of interest. We work with translucent
objects manufactured by Covestro Deutschland AG. Using
a caliper, we measured the outer dimension of the samples to be
149.1 mm× 104.5 mm× 6.35 mm.

1. Surface 3DScan andTopography

In the development of digital twins, computer-aided design
(CAD) models play a pivotal role, serving as a digital founda-
tion for manufacturing processes before a physical prototype
is created. However, there are instances where the digital rep-
resentation of an object needs to be obtained from a physical
copy. Various methods are available for scanning the surface
of 3D objects, each with its own strengths and weaknesses. We
use a structured light 3D scanner, ATOS III Triple Scan (GOM
Metrology, Germany), with a stereo camera setup and a narrow-
band blue light projector. The scanner projects a structured
light pattern onto the object and uses triangulation to obtain
surface points [34]. A high-resolution triangle mesh is then
reconstructed from the surface points (possibly using screened
Poisson reconstruction [35]). This triangle mesh is the output
from the 3D scanner. The scanner boasts a maximum resolu-
tion of 0.01 mm, making it well suited for capturing detailed
geometry of samples that are several centimeters in size.

An issue when 3D scanning the geometry of a translucent
object is that the scanner can have difficulties detecting the
actual surface and might instead detect subsurface scattering
events [36]. One option to counteract this effect is to use a deep-
learning-based diffusion model to estimate the signal from the
true surface [37]. In our case, since we have samples exhibiting
different levels of translucency, we worked around the problem
by using the highly scattering sample IOL1068-07 for our scan
of the object surface.
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Fig. 1. Digitization and validation pipelines for generating digital twins of translucent objects.

Based on the bounding box of the mesh reconstructed
from the 3D scan, the outer dimensions are 149.4 mm×
104.92 mm× 7.0 mm. The difference from the measured
6.35 mm is larger than expected. We found that this inaccuracy
is due to outliers along the bottom edges (likely caused by a slight
misalignment of subscans), which increased the outer dimen-
sion. To quantify the average error, we fitted planes to the top
and bottom surfaces of the sample and computed the distance
between them. The average thickness of the mesh computed in
this way was 6.37 mm with a standard deviation of 0.046 mm,
which is a reasonable deviation from the measured thickness.

Surface topography measurements were done with a coherent
scanning interferometric (CSI) profilometer, Nexview NX2
(Zygo, CT, USA), which has six different objectives giving 1.4×
to 100× magnifications. We used 20× magnification in our
measurements, corresponding to 1x/1y pixel width/height
of 0.871 µm and a1z resolution of less than 1 nm. The spatial
resolution was 1000× 1000 pixels.

2. Refractive Indices andParticleComposition

The host medium of the Covestro objects is polycarbonate (PC)
for which we assume a density of 1.2 g/mL. We use the complex
refractive index of PC measured by Zhang et al . [38]. The real
part of the refractive index was confirmed by the manufacturer.
We have different versions of the object of interest with different
particle inclusions. The manufacturer provided information on
the particle weight percentages, mean diameter, and refractive

index at 550 nm. However, we need more information to com-
pute the spectral optical properties of an object. We thus selected
plausible spectral complex indices of refraction from the litera-
ture for the different particle inclusions. Table 1 lists the data we
use for computing the optical properties of our samples.

B. Modeling Translucent Objects

Macroscopic models describing the appearance of a translucent
object can be local or global [19,21]. The radiative transfer
formulation where we describe the changes in radiance along a
specific light path is the local formulation. The BSSRDF is the
global formulation where we describe the observed radiance in
some direction at some surface position due to an element of
radiant flux incident in some surface position and from some
direction. In this work, we use the local formulation to sim-
ulate expected observations in the global formulation. In the
following, we describe the local radiative transfer formulation
and how we, based on our object characterization, compute
optical properties that serve as input parameters for this local
path tracing model.

1. Radiative Transfer

For a ray of light r(s )= o+ s Eω at the position o in the direction
Eω in a non-emitting turbid medium, we use the integral form of
the radiative transfer equation to describe the radiance L(s , Eω)
at the distance s along the ray [41]:

Table 1. Different Samples of Our Object of Interest and Their Assumed Particle Inclusions Leading to Different
Levels of Translucency

a

Sample wt-%wparticle Scattering Particle Particle Density ρparticle Mean Diameter [2rmin, 2rmax] Refractive Index nparticle

IOL1068-05 0.70 Titanium dioxide (TiO2) 4.23 g/mL 300 nm [39]
IOL1068-06 3.00
IOL1068-07 5.00
IOL1068-08 0.30 Polydimethylsiloxane (PDMS) 0.965 g/mL 2.2µm [38]
IOL1068-09 0.65
IOL1068-10 1.00
IOL1068-11 1.50 Polyvinylpyrrolidone (PVP) 1.2 g/mL [8µm, 10µm] [40]
IOL1068-12 3.50
IOL1068-13 5.00
IOL1068-14 0.50 Polymethyl methacrylate (PMMA) 1.18 g/mL [0.8µm, 1µm] [38]
IOL1068-15 1.25
IOL1068-16 2.00

aThe host medium is polycarbonate (PC) with refractive index nhost available from Zhang et al . [38].
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L(s , Eω)= L(0, Eω)e−τ(0,s )

+

∫ s

0
e−τ(s

′,s )
∫

4π
µs p

(
Eω′, Eω

)
L
(
s ′, Eω′

)
dω′ds ′,

(1)

where µs is the scattering coefficient denoting the amount of
scattering per distance unit as we move along the ray, while p is
the phase function describing the distribution of the scattered
light. We use boldface to denote positional vectors and arrow
overline for unit length direction vectors. The optical depth
from one point to another along the ray is defined by

τ(s ′, s )=
∫ s

s ′
µt dt, (2)

where µt =µs +µa is the extinction coefficient denoting the
amount of scattering and absorption per distance unit (and
µa is the absorption coefficient). These optical properties are
independent of position in the medium for a homogeneous
medium; then τ(s ′, s )=µt(s − s ′), and the scattering coef-
ficient is independent of the orientation of the object for an
isotropic medium. The medium may still exhibit scattering
anisotropy, which means that the phase function is not isotropic
(and thus not constant).

In a medium with randomly oriented or spherical or
very small particles, the phase function exhibits rotational
symmetry around the forward direction, which means that
p( Eω′, Eω)= p( Eω′ · Eω). The Henyey–Greenstein phase function
is commonly used [42]:

pHG
(
Eω′ · Eω

)
= pHG(cos θ)=

1

4π

1− g 2

(1+ g 2 − 2g cos θ)
3
2
,

(3)
where g is the asymmetry parameter (the mean cosine of the
scattering angle) defined by

g =
∫

4π

(
Eω · Eω′

)
p
(
Eω · Eω′

)
dω′, (4)

and the integration is over the full 4π solid angle of the unit
sphere [as in Eq. (1)].

To compute input parameters (µs , µt , and p or g ) for this
radiative transfer model of light transport, we assume spherical
light scattering particles and use the information available in
Section 3.A.2 as input for the Lorenz–Mie theory [17,18]. This
approach is covered next.

2. Particle Scattering

Lorenz [43] described the scattering of a plane wave of light by
a transparent spherical particle in a transparent medium. Mie
[44] formulated the theory for an electromagnetic plane wave
scattered by an absorbing spherical particle in a transparent
medium. This Lorenz–Mie theory is useful for computing the
phase function p and the scattering and extinction cross sections
Cs and Ct of a spherical particle of arbitrary size. For a known
number density distribution N of particles in a medium, we can
compute the scattering and extinction coefficients µs and µt

using the corresponding cross sections [17].

Assuming independent scattering by the particles in the
medium (decoupling approximation), we have for an interval of
particle radii r ∈ [rmin, rmax]

µs |t =

∫ rmax

rmin

Cs |t(r )N(r )dr , (5)

where s |t denotes that the equation is valid for either of the
subscripts s or t , and we can find N using the following relation
between weight percentage (wt-%) of the particle inclusion
wparticle, particle and host densities ρparticle and ρhost, and the
interval of particle radii:

4π

3

∫ rmax

rmin

r 3 N(r )dr =
wparticle/ρparticle

100/ρhost
. (6)

The data needed to compute N for our samples using this
relation are in Table 1.

The Lorenz–Mie theory is parameterized by the size
parameters

x =
2πr nhost

λ
, y =

2πr nparticle

λ
, (7)

where nhost and nparticle are the refractive indices of the host
medium and the particle, and λ is the wavelength of the light
in vacuo. With these size parameters, we can compute the
Lorenz–Mie coefficients an and bn , and these are the key to com-
puting the optical properties using truncated series expansions.
Specifically, we have [17,18,45]

Cs =
λ2

2π |nhost|
2

∞∑
n=1

(2n + 1)
(
|an|

2
+ |bn|

2) , (8)

Ct =
λ2

2π

∞∑
n=1

(2n + 1)Re

(
an + bn

n2
host

)
, (9)

S1(cos θ)=
∞∑

n=1

2n + 1

n(n + 1)
(anπn(cos θ)+ bnτn(cos θ)) ,

(10)

S2(cos θ)=
∞∑

n=1

2n + 1

n(n + 1)
(anτn(cos θ)+ bnπn(cos θ)) ,

(11)
where Re takes the real part of a complex number while
πn(cos θ)= P 1

n (cos θ)/ sin θ and τn(cos θ)= dP 1
n /dθ ,

with P 1
n the first order associated Legendre polynomial. For

unpolarized light, the phase function is

pLM(cos θ)=
|S1(cos θ)|2 + |S2(cos θ)|2

4π
∑
∞

n=1 (2n + 1)
(
|an|

2 + |bn|
2
) . (12)

For an absorbing particle, y becomes a complex number.
For an absorbing host, x becomes a complex number and the
host absorption needs to be added to the extinction coefficient
computed using Eqs. (5) and (9). The Lorenz–Mie coefficients
an and bn become numerically more difficult to compute for
complex size parameters. To have a robust numerical com-
putation for complex x and y , we use the method by Frisvad
et al . [45].
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Since the Lorenz–Mie phase function is a truncated series
expansion, it easily becomes computationally demanding
to evaluate the function for every scattering event in a tur-
bid medium. A commonly used option is then to compute
the asymmetry parameter g directly from the Lorenz–Mie
coefficients [17,45]:

g =

∑
∞

n=1

[
n(n+2)

n+1 Re
(
ana ∗n+1 + bnb∗n+1

)
+

2n+1
n(n+1)Re

(
anb∗n

)]
1
2

∑
∞

n=1 (2n + 1)(|an|
2 + |bn|

2)
,

(13)
where the asterisk * denotes the complex conjugate. This g is
then used in the Henyey–Greenstein phase function pHG as an
inexpensive approximation. To enable use of the actual Lorenz–
Mie phase function in simulation, we tabulate the function for a
given particle type.

From the information in Table 1, we computed the bulk
optical properties of our samples for wavelengths from 380 nm
to 780 nm in steps of 10 nm. Table 2 lists the computed optical
properties at λ= 550 nm (the full spectral optical properties are
available at [46]). With these optical properties, we can simulate
subsurface scattering, but we also need to model how light enters
and exits the medium. The insurface scattering described in the
following section models these boundary conditions.

3. Microfacet Scattering

The range of available surface BSDFs is diverse. We use the
Torrance–Sparrow model [47] extended to include refraction
[48,49] to model a single insurface scattering event. The model
fits well to measured data for relatively smooth surfaces [49] but
suffers from energy loss as the roughness increases (due to the
single-scattering assumption). To deal with this problem, an
extension has been developed to let the model include multiple
insurface scattering events [50]. In the supplemental material
for their work, Heitz et al. [50] provide an extensive analysis
of the model’s correctness in the case of dielectrics for various
relative refractive indices and various angles of incidence. They
present full distributions over observation angles compared with
Monte Carlo simulations and provide results for one, two, and
three scattering events (bounces). The version of the model we
use corresponds to their one bounce results. For a surface with
a Beckmann microfacet normal distribution and a roughness
of 0.2, the error of the model we use is vanishing for angles of

Table 3. Percentage of the BSDF Explained by the
Single-Scattering Microfacet Model for Different
Roughness Values α and Angles of Incidence When
Using a Relative Refractive Index of 1.4 and a
Beckmann Distribution of Surface Normals

a

α

θi 0.2 0.4 0.6 0.8

0.0◦ 1.000 1.000 0.995 0.985
11.5◦ 1.000 0.999 0.994 0.984
22.9◦ 1.000 0.998 0.991 0.979
34.4◦ 1.000 0.995 0.984 0.972
45.8◦ 1.000 0.988 0.975 0.963
57.3◦ 0.996 0.975 0.964 0.947
68.8◦ 0.977 0.959 0.950 0.911
80.2◦ 0.946 0.958 0.922 0.815
85.9◦ 0.958 0.967 0.875 0.686

aThe numbers are based on data from Heitz et al . [50].

incidence of less that 45◦ and a relative refractive index in [0.9,
1.8]. Their investigation is summarized for a relative refractive
index of 1.4 in Table 3.

Low roughnesses are unfortunately not included in the analy-
sis by Heitz et al., but other work [51] based on the GGX normal
distribution (see below) found a vanishing loss of energy in the
model for roughnesses of 0.035 and 0.125. When using this
type of geometric optics model with measured surface topogra-
phy, Wittmann et al. [52] found that the model can fit measured
gloss well for low roughness even at very grazing angles as long as
the spatial period of the roughness is larger than the wavelength
of the light (800 nm). Our samples have rather smooth surfaces,
and we measure the surface topography with a pixel size larger
than the wavelength (871 nm). The single-scattering microfacet
BSDF model thus seems sufficient for our purposes.

The Torrance–Sparrow model considers the microfacets
of the surface perfectly smooth and describes them by a dis-
tribution D of microfacet surface normals Em around the
macroscopic surface normal En in the surface position of interest.
The BSDF f s = fr + ft with fr describing reflection mode and
ft transmission mode is then [49]

fr ( Eωi , Eωo )=
F ( Eωi · Emr )G( Eωi , Eωo )D( Emr · En)

4| Eωi · En|| Eωo · En|
, (14)

Table 2. Computed Bulk Optical Properties at λ= 550 nm Using Lorenz–Mie Theory with Information from Table 1

Sample Scatteringµs (m−1) Absorptionµa (m−1) Asymmetry g Refractive Index nbulk

IOL1068-05 29313.0 11.720 0.68389 1.5898
IOL1068-06 125630.0 19.598 0.68389
IOL1068-07 209380.0 26.448 0.68389
IOL1068-08 6781.1 9.4557 0.97358 1.5889
IOL1068-09 14692.0 9.6116 0.97358
IOL1068-10 22604.0 9.7676 0.97358
IOL1068-11 5064.4 10.260 0.99426 1.5889
IOL1068-12 10129.0 11.197 0.99426
IOL1068-13 16881.0 12.448 0.99426
IOL1068-14 3379.7 9.3422 0.95883 1.5885
IOL1068-15 8449.3 9.3725 0.95883
IOL1068-16 13519.0 9.4028 0.95883
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ft( Eωi , Eωo )=
|Eωi · Emt || Eωo · Emt |

| Eωi · En|| Eωo · En|
n2

o (1− F ( Eωi · Emt)) G( Eωi , Eωo )D( Emt · En)

(ni ( Eωi · Emt)+ no ( Eωo · Emt))
2 , (15)

where light is incident from a medium of refractive index ni

and scatters into a medium of refractive index no . The term F
denotes Fresnel reflectance for unpolarized light and G is a geo-
metric attenuation term representing how microfacets shadow
and mask each other. The microfacet normals in these equations
are the ones leading to the direction of perfect reflection or
transmission:

Emr =
Eωi + Eωo

‖ Eωi + Eωo ‖
, Emt =−

ni Eωi + no Eωo

‖ ni Eωi + no Eωo ‖
. (16)

The most common choice for G is the Smith model [49,53].
For D, common choices are the Beckmann distribution
[47,54], which is based on a normal distribution, and the
Trowbridge–Reitz (TR) distribution [55] (sometimes called
GGX [49]).

The main difference between the Beckmann and the TR
distributions is that TR has slightly heavier tails, which often fits
empirical data better [49,55,56]. Both are parameterized by a
roughness parameter α that describes the standard deviation of
the distribution. The TR distribution is given by

DTR(cos θm)=
α2 H(cos θm)

π
(
(α2 − 1) cos2(θm)+ 1

)2 , (17)

where cos θm = Em · En and H(·) is the Heaviside step function
(one for positive argument and zero otherwise).

To acquire a microfacet normal distribution for our object
of interest, we measure surface height maps for samples
IOL1068-07 and IOL1068-08 (see Fig. 2). The spatial resolu-
tion is 1000× 1000 pixels, with each pixel representing an area
of 0.871 µm× 0.871 µm. From the measurements, the surface
of IOL1068-07 is smoother with a root mean square height of
Sq = 41.741 nm, while IOL1068-08 has Sq = 127.89 nm.
This correlates well with the particle sizes of the two sample
types: IOL1068-07 with the smaller particle size has a smoother
surface.

To compute a normal distribution from the measure-
ments, we follow the plane fitting approach of Dong et al.
[57] and apply a Gaussian kernel with standard deviation
σ = 0.871−1 µm and a kernel size of 15× 15 pixels. Like Dong
et al. [57], we find that variation in these parameters does not
significantly affect the resulting normal distribution. We fitted
the TR and Beckmann distributions to the measured normal-
ized distribution of normals. Table 4 lists the fitted parameters,
while Figs. 2(c) and 2(d) show the fitted distributions. Note that
similar to Walter et al. [49] we also include a scale parameter
in our fit. For the smoother sample we found that Beckmann
provides a lower mean-squared error (MSE), while TR has a
lower MSE for the rougher sample.

Fig. 2. Measured heightmap and fitted to microfacet model for samples IOL1068-07 and IOL1068-08. Beckmann fits better around the peak for
IOL1068-07 while TR captures the heavier tails for IOL1068-08 better. The fitted parameters are shown in Table 4.
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Table 4. Fitted Parameters to Measured Surface
Normal Distribution for IOL1068-07 and IOL1068-08

Sample Model α Scale MSE

IOL1068-07 TR 0.0037 1.0948 10.609
Beckmann 0.0038 0.8883 6.9014

IOL1068-08 TR 0.00836 1.095 2.3895
Beckmann 0.00866 0.8790 4.853

C. Light Transport Simulation

To simulate the appearance of a translucent object, we need to
evaluate the radiant flux 8p received in the pixel of a camera.
The camera measures received radiant energy. Dividing by the
exposure time, we obtain the received radiant flux. The mea-
surement equation for what the camera sees in a pixel of area A p

and solid angleωp is then

8p =

∫
A p

∫
ωp

L p
(
x p , Eωp

)
cos θp dωp dA p , (18)

where x p ∈ A p is a position in the light sensitive cavity of the
pixel and cos θp ≈ 1 is the cosine of the angle between the direc-
tion where the radiance came from Eωp and the center direction
of the pixel solid angle. We collect the incident radiance L p
as outgoing radiance L o from a position x in the direction
Eωo =−Eωp using

L o (x , Eωo )= L e (x , Eωo )+

∫
4π

f s ( Eωi , Eωo ) L i (x , Eωi ) | Eωi · En|dωi ,

(19)
where L e is emitted radiance and L i is incident radiance col-
lected from elsewhere in the scene or from subsurface scattering.
The incident radiance arriving at the surface of the translucent
object from inside would be L(s ,−Eωi ) in Eq. (1), whereas
L(0, Eωo ) for some ray along the subsurface scattering path
would be L o from Eq. (19) evaluated at the point of entry. The
integrals in Eqs. (18), (19), and (1) are evaluated by Monte Carlo
integration. To simplify the integral in Eq. (18), we assume an
orthographic or a pinhole camera model. These models have
only one valid direction of observation for every x p . The camera
then measures the intensity in a pixel Ip instead of radiant flux:

Ip =

∫
A p

L p
(
x p , Eωp

)
dA p , (20)

with Eωp constant for an orthographic camera model and Eωp =
x p−x e
‖x p−x e ‖

for a pinhole camera model, as all observed light rays are

expected to converge toward one eye point x e in this model.
For more efficient Monte Carlo integration of Eq. (1),

importance sampling of the exponential attenuation and the
Henyey–Greenstein phase function is available from Pharr
et al . [58]. Similarly, Walter et al. [49] provide importance sam-
pling for the surface BSDF. We tabulate the Lorenz–Mie phase
function using a table of 212

= 4096 entries. Using the table
for importance sampling is the same procedure as described for
simpler phase functions [59].

1. LayeredBSSRDFSimulation

To compare with BSSRDF measurements, we assume a plane-
parallel medium with its outer surface in the x y -plane and

thickness along the z-axis. In this simulation, we have pre-
selected the wavelength λ and the directions of incidence and
observation, Eωi and Eωo . We compute (for a perfectly smooth
surface) or sample (for α > 0) a direction of light Eω21 that will
refract toward the direction of observation. We then start our
Monte Carlo path tracing from the source by sampling L i from
a measured map of incident radiance. This is important to make
our simulation comparable to BSSRDF measurements. Any
subsurface scattering event along a path can in the direction Eω21

only contribute to one surface point x o . If the relevant surface
point is seen in a pixel, we explicitly compute the contribution
using

L o (x o , Eωo )= f s (−Eω21, Eωo ) e−µt‖xo−x s ‖
e−µt sµs

pdf(s )

× p( Eωs , Eω21) L(x s , Eωs ) , (21)

where x s = o+ s Eωs is the position of a scattering event along
a ray in the turbid medium and s is the distance to this scat-
tering event typically sampled using pdf(s )= e−µt sµt . With
this sampling, the fraction in Eq. (21) simplifies to the single
scattering albedo µs /µt . This connection of a scattering event
to an observed point corresponds to splitting the integral in
Eq. (1) into a randomly sampled part and a directly evaluated
part. Since we cannot sample the exact direction Eω21 by chance
(the probability of sampling a specific direction is zero), this is a
valid split of the linear integration operator.

Using progressive updates of the Monte Carlo estimated
intensity received in each pixel of an orthographic camera
observing the x y -plane, our simulator collects radiance from a
specified direction Eωo =−Eωp . The BSSRDF values resulting
from our simulation are then

fssr(x i , Eωi ; x o , Eωo )=
dL ssr(x i , Eωi ; x o , Eωo )

d8i (x i , Eωi )
≈

Ip

A⊥8i
,

(22)
where A⊥ = Ao cos θo is a constant projected area with Ao the
surface area observed in a pixel and θo the angle of observation
(cos θo is the z-component of Eωo ), and 8i is the incident flux
from the selected direction Eωi , which we obtain by integrating
our measured map of incident radiance L i while letting the
origin of the coordinate system represent x i . An online version
of our simulator is available at [60].

2. Realistic Rendering in 3D

To render an image of a 3D object, we use the triangle mesh
surface representation (Section 3.A.1) and solve the same set of
Eqs. (1), (19), and (20) using Monte Carlo integration [58,61].
In this case, however, we do not explicitly connect to the surface,
as it is not obvious what point and direction to connect with.
Instead, we model the incident illumination using an environ-
ment map. This is an image representing incident light from all
directions surrounding the scene. For each pixel, we trace a path
starting from the camera. When a ray in this path is not inside
the translucent object and does not hit an object in the scene,
it receives radiance from the environment map. This type of
rendering algorithm is referred to as unidirectional path tracing.
To perform efficient ray-triangle intersections on the graphics
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processing unit (GPU), we use OptiX [62] (NVIDIA, CA,
USA). Since the environment map is captured using an RGB
camera and because the images we compare with are captured
using an RGB camera, we convert our spectral optical properties
to representative RGB vectors [10,45] using weighted averages
with weights from the RGB color matching functions listed by
Stockman and Sharpe [63]. When a path enters a translucent
object, we sample one color band (R, G, or B) with equal proba-
bility and consider only the optical properties of this color band
for the rest of the path. The other color bands are zeroed out and
the result for the sampled band is divided by the probability.
This significantly simplifies the Monte Carlo integration of
Eq. (1), as we can then do very good importance sampling.

D. Validation

Our validation is in two parts: a validation of our model’s ability
to predict reflectance for specific light-view configurations
based on comparison to BSSRDF measurements and a photo-
render comparison enabling us to assess how well our model
captures the overall appearance of the translucent object. We
first describe the acquisition of data for the comparisons and
provide the results of the comparisons in Section 4.

1. BSSRDFMeasurements

To measure the BSSRDF, we used the primary facility at the
Instituto de Óptica “Daza de Valdés” (IO-CSIC, Spain). This is
a camera-based goniospectrophotometer, allowing irradiance
and collection directions to be realized with a six-axis robot arm
to move the sample, and a rotatory stage to move the camera
around it. An overview of the setup is in Fig. 3. The facility is
described by Santafé-Gabarda et al. [4] and in this work we
include the upgrades described in a comparison of the BSSRDF
measurement scale of the setup with that of a setup developed
at Conservatoire National des Arts et Métiers (CNAM, France)
[5]. The source of our setup is a stable laser-driven light source
(LDLS) with a small irradiated area on the sample surface. In
our measurements, the irradiated area has a full width at half
maximum (FWHM) of approximately 200 µm. The camera is

Fig. 3. Diagram of the BSSRDF measurement setup at IO-CSIC
[4,5]. BS, beam splitter; C, camera; FW, filter wheel; L3, lens 3
(35 mm); L1, lens 1 (250 mm); L2, lens 2 (1 mm); M45, mirror at
−45◦; Mc, monochromator; P, object principal plane; P′, image
principal plane; P1, diaphragm1; P2, diaphragm2; PW, pinhole wheel;
R6, six-axis robot; Sam, sample; S, source.

a high-sensitivity complementary metal-oxide-semiconductor
(CMOS) camera with a high spatial resolution and low readout
noise. In our measurements, the sample surface area observed by
the camera is approximately 100 µm× 100 µm. The system
performs SI-traceable BSSRDF measurements with relative
expanded uncertainties (k = 2) below 5%.

Together with this setup, we used the following measurement
equation derived from the definition of the BSSRDF [the first
equality in Eq. (22)]:

fssr(Ai , Eωi ; x o , Eωo )=
8o (x o , Eωo )

A⊥ωo8i (Ai , Eωi )
, (23)

whereωo is the collection solid angle and A⊥ = Ao cos θo is the
projected area observed by a camera pixel. These are constants
while8o (x o , Eωo ) is the outgoing radiant flux at the location x o

in the direction Eωo . We obtain 8i (Ai , Eωi ), which represents
flux incident at x i , by integrating a map of incident radiance L i

across the small area of incidence Ai surrounding x i . The map
of L i is acquired by rotating the camera to directly observe the
source and performing a measurement without a sample.

2. Photo-Render Alignment andColorManagement

To document the appearance of our samples, we capture pho-
tographs. Since our goal is to use these photographs as reference
images for validation of our object appearance model, we per-
form camera calibration and capture the lighting environment
as well.

We use the back camera of an iPhone 15 Pro (Apple, CA,
USA) to capture reference images and use the calibration tool in
MATLAB (MathWorks, MA, USA) to estimate camera matrix
and lens distortion [64]. To capture the high-dynamic-range
(HDR) lighting environment, we use an Insta360 Pro 2 camera
(Insta360, CA, USA). Because we use two different cameras,
we need to color calibrate both to ensure that they are in the
same color space. To this end, we capture all images in RAW
format and perform an initial step where we capture images of
an X-Rite ColorChecker Passport Photo 2 (X-Rite, MI, USA)
with both cameras. We use these photos with the ColorChecker
Camera Calibration application to obtain a calibration matrix
that maps from camera RGB to CIE XYZ values, assuming a
D50 illuminant. Once CIE XYZ values are available, we can
convert the image data to CIE RGB, which is the color space
we use for rendering in 3D. In this way, we ensure a meaningful
comparison of radiometric quantities as we then have both the
optical properties of the samples (see Section 3.C.2) as well as
the reference images and the captured HDR environment in the
CIE RGB color space.

To show the translucency of the sample, we position the
sample on a checkerboard and manually align the top left corner
to the checkerboard grid. When capturing the images, we also
capture a corresponding image of the checkerboard where the
sample is not present. We include the image of the checkerboard
without the sample in the camera calibration images. As the
camera calibration process involves estimating the poses of all
checkerboards relative to the camera, we also obtain the pose of
the checkerboard on which the sample is positioned, which is
needed for the subsequent rendering of the digital twins. The
pose of the sample relative to the checkerboard is obtained by
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assuming the top left corner of the sample is perfectly aligned
with the rendered checkerboard.

The height and width of the checkerboard squares are
2 cm, and we assume a planar surface with diffuse reflection.
We determined the reflectances of the checkerboard using a
VideometerLab 4 (Videometer, Denmark), which is an inte-
grating sphere equipped with a camera and internal sources at
multiple spectral bands. This instrument is useful for capturing
spectral bihemispherical diffuse reflectance. We converted
the spectral data into a CIE RGB texture for rendering our
checkerboard surface.

Scene illumination is achieved using the captured environ-
ment map (see Section 3.C.2). HDR environment maps usually
represent a source of light assumed to be infinitely distant.
However, to account for light distance fall-off in our capture
setup, we project our HDR onto a sphere with a 60 cm radius,
measured from the light source to the top of the sample. During
rendering, we position the sample so that its top aligns with the
center of the sphere. To ensure matching illumination, we scale
the environment map’s radiance, aligning the checkerboard’s
diffuse reflection with our reference photograph. Additionally,
we undistort our reference images. Despite these measures, it is
important to acknowledge that camera calibration inherently
involves some re-projection error, and recreating a physical
scene inevitably introduces a small degree of misalignment.

Fig. 4. Angular configurations of BSSRDF measurements. The
azimuthal angles wereφi = 0◦ andφo = 180◦.

4. RESULTS

In this section, we focus on validation results for two samples:
IOL1068-08 and IOL1068-09. These two samples contain the
same scattering particles and vary only in weight percentages.

A. BSSRDF Validation

To validate our model for specific light-view configura-
tions, we measured the BSSRDF of our samples using the
method described in Section 3.D.1. The spatial resolution
of our measurements is 117× 117 pixels with a pixel size
of 0.1029 mm× 0.1029 mm. We measured each sample at
the angular configurations listed in Fig. 4. All our measure-
ments were performed for λ= 550 nm and in reflection mode,
i.e., Eωi · Eωo > 0.

We simulated BSSRDF slices with both tabulated Lorenz–
Mie phase functions and analytic Henyey–Greenstein (HG)
phase functions using the asymmetry parameter g specified in
Table 2. The simulations were performed at a spatial resolution
of 259× 259, and we subsequently cropped the central region
to achieve a final resolution of 117× 117 pixels, aligning with
the resolution of the measurement for direct comparison.

Figure 5 shows the BSSRDF slices obtained from measure-
ments and simulations. The result highlights the limitations
of the HG phase function, particularly its restriction to fairly
elliptical-shaped scattering distributions, which are not able to
match the side-scattering shape of the Lorenz–Mie phase func-
tion. This difference is best seen for IOL1068-09, which has a
higher scattering coefficient where the scattering shape is more
noticeable. The difference in phase functions is shown in Fig. 6,
where polar plots of the phase function reveal that Lorenz–Mie
theory captures subtle side-scattering effects. However, the
Lorenz–Mie phase function is not perfect; it has slightly too
much side-scattering compared to the measurements, also most
evident for sample IOL-1068-09. The slight mismatch is partly
due to a lack of information about the particle size distribution.

Fig. 5. Normalized false color plots of BSSRDFs with optical properties from Table 2. The shown area is 12.0 mm× 12.0 mm and the angular
configuration is θi = 45◦ and θo = 0◦.
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Fig. 6. Cross-section polar plots of Lorenz–Mie phase function
and HG with g = 0.9715 from Table 2 for samples IOL1068-08 and
IOL1068-9.

We computed the phase function based on the mean particle
radius, while a distribution of particle radii is usually used for
computing the phase function. With incomplete information
about the material, a discrepancy between BSSRDF slices is
expected.

The shape of the BSSRDF isocontours is an important
aspect, but the overall quantity of reflected energy is equally
important. Examining the profile along the plane of incidence
(the line of pixels through the center of a BSSRDF slice) in
Fig. 7, disparities emerge between the two samples. In the case
of IOL1068-08, the simulated curves align well with the mea-
surements. However, variations in the peak are observed due to
the narrowness of the beam, leading to fluctuations depending
on the targeted surface area. The application of a statistical
microfacet model averages out the reflectance over a larger area.
Since our beam has an FWHM of 200 µm, it might hit a point
on the surface that is near the specular lobe leading to fluctua-
tions within the irradiated area. Therefore, precise comparisons
within the irradiated area with such a narrow beam prove chal-
lenging. It is worth noticing that the two angular configurations,
θi = 45◦, θo = 0◦ and θi = 0◦, θo = 45◦, exhibit symmetry, as
predicted by light transport theory.

For IOL1068-09, we see a considerable over-prediction
of reflected energy, despite the relatively matching BSSRDF
shape. This discrepancy is attributed to the inherent challenges

in estimating optical properties accurately. In this complex
estimation process, identifying the source of error is challenging
due to missing information. One likely reason is that, while
Lorenz–Mie theory is a physically correct model, our model still
relies on assumptions. Due to our assumption of independent
scattering by the particles, we effectively neglect particle-particle
interference effects, which as the scattering increases become less
viable. To quantitatively assess the disparities, we computed the
mean squared relative error (MSRE) over the measured surface
area, also detailed in Table 5. The table illustrates that the MSRE
is notably higher for IOL1068-09. In Section 5.B we will try to
correct this over-estimation such that it matches the measure-
ments. This section showed how BSSRDF measurements can
be used as a tool for validating optical properties and identifying
discrepancies.

B. Appearance of the Digital Twin

In this section, we render the appearance of our digital twin. We
use the optical properties as computed within 380–780 nm con-
verted to RGB vectors (see Section 3.C.2).

1. RenderingSceneSetup

Figure 8 shows the rendered image for the Lorenz–Mie phase
function for the sample IOL1068-08 and compares the ren-
dering to a photograph. The presence of misalignment of the
checkboard pattern is evident in the error images due to the
assumption of a perfectly planar surface. Neglecting these small
misalignments we can focus on the sample instead. The results
show a good correspondence with the photograph. There is
a slight amount of over-scattering on the red channel, result-
ing in brighter black dice and a slight color shift. This error is
most likely due to using the extinction coefficient from [38].
However, despite this color shift, the level of translucency
matches the photograph well.

Fig. 7. Cross section along the plane of incidence from Fig. 5 with Lorenz–Mie phase function. The beam profile is shown with a dashed line and
plots incident radiance using the axis on the right-hand side.
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Table 5. Sum of Radiance from Simulations and Measurements
a

Angular Configuration

Sample θi = 45◦, θo = 0◦ θi = 0◦, θo = 45◦ θi = 45◦, θo = 15◦

IOL1068-08 Measured 4.655 4.291 5.002
Simulated 4.601 (0.162) 4.145 (0.162) 4.747 (0.240)

IOL1068-09 Measured 8.295 9.982 8.578
Simulated 13.144 (0.545) 11.856 (0.346) 12.673 (0.661)

aThe mean squared relative error (MSRE) for simulation against measured BSSRDF in Fig. 5 is denoted in parenthesis.

Fig. 8. Rendering of sample IOL1068-08 with the Lorenz–Mie phase function and a photograph of the sample. The RMSE is 0.05219 and the
SSIM is 0.864.

Fig. 9. Rendering of sample IOL1068-09 with the Lorenz–Mie phase function and a photograph of the sample. The RMSE is 0.0591 and the
SSIM is 0.859. There is an overestimation of the scattered light in the rendered image in correspondence to BSSRDF simulations resulting in a ren-
dering with too much reflectance.

On the other hand, Fig. 9 shows a clear overestimation,
resulting in a too-bright rendering. This is in alignment with the
BSSRDF measurements, which also showed an overestimation.

In Fig. 10, we illustrate the impact of surface scattering on
appearance, particularly in the presence of highlights. Despite
an α value that is close to zero, indicating a smooth surface, the
subtle perturbations in surface normals significantly contribute
to the visual effects around the smoother edges of the highlight
and match the photograph well. Here, “Measured” samples
directly from the measured normals while TR samples normals
from our fit of an analytic normal distribution function using
the method by Walter et al. [49].

5. DISCUSSION

In this section, we discuss ways to improve the model based on
the validation results.

A. Impact of Phase Function

We observed an inability to fully capture the BSSRDF peak
(Section 4.A). To explore the influence of the phase function
on this peak, we adjusted the mean diameter of the particles
from 2.2 µm to 2.23 µm, a seemingly small change that suc-
cessfully replicated a peak similar to the measurements; see
Fig. 11. Despite achieving a matching peak, the overall shape
of the BSSRDF simulations still deviates, as in Section 4.A.
This experiment underlines the role of the phase function in
determining the peak within the irradiated area. It highlights
the necessity of an accurate estimate of the particle size distribu-
tion to fully predict the characteristics around the peak of the
BSSRDFs.

B. Fitting BSSRDF Measurements

In Section 3.D.1, we observed an overestimation of the
reflected radiance in both measurements and renderings for
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Fig. 10. The visual difference of insurface scattering models for sample IOL1068-08 in the case of reflection highlights. Despite being nearly
smooth the small perturbations of surface normals affect the visual appearance around the edges of the highlight. The smooth rendering uses the
macroscopic normal, TR samples normals from a fit of the Trowbridge–Reitz distribution, and “Measured” samples directly from the measured
normal distribution. The parameters used are from Table 4.

Fig. 11. Cross section along the plane of incidence for simulation and measured for sample IOL1068-08 when the mean-diameter of scattering
particles is assumed to be 2.23µm.

IOL1068-09. Given the evident overestimation in scattering,
our objective is to mitigate this and compute the effective optical
properties. The determination of the scattering coefficient is
contingent on various factors, including density, particle size,
and weight percentage. Without complete information about
the scattering particles, this is a high-dimension exploratory
task. To simplify this task, we specifically target the weight
percentage in this study, acknowledging the potential for
adjustments in other parameters to counterbalance each other.

We reduce the weight percentage from its original value of
0.65% to 0.425%. This reduction was chosen to fit with the
measured BSSRDF measurement. The simulated BSSRDF
slices with this adjusted weight percentage are shown in Fig. 12.
The new simulations exhibit a significant decrease in scattering,
bringing us much closer to the measurements in terms of both
the shape of the BSSRDF isocontours as well as the total energy
that is being reflected, see Table 6. However, we also observe
that the peak of the simulation is much higher for all three
simulations. The exact reason for this is unknown.

It is worth highlighting that we only used the BSSRDF sim-
ulation to determine this particle inclusion weight percentage
reduction. The advantage of the BSSRDF simulation is that it
is orders of magnitude faster than rendering a full image of a 3D

scene. This efficiency enables us to more quickly explore differ-
ent optical properties. Our manual adjustment is a significant
34.6% decrease, resulting in a correspondingly reduced scat-
tering coefficient of 9606.5 m−1. This reduction also impacts
the bulk absorption, which decreases to 9.5117 m−1. The phase
function is not affected by this change. Our adjustment of the
weight percentage provides valuable insights into the influence
of this specific parameter on the overall optical properties.

Figure 13 shows the corresponding renderings with the
reduced weight percentage. The error of the rendered images is
significantly smaller too, which supports the correspondence
between the BSSRDF measurement and the rendered images.
Thus, BSSRDF measurement provides an efficient tool for
validating optical properties.

C. Limitations

A denser set of BSSRDF measurements would be interesting
to further validate our model for several wavelengths and light-
view configurations. The images in Fig. 13 still contain some
error in the form of a slight color shift. We have not been able
to identify the source of this error, but we suspect this differ-
ence might be due to the use of refractive indices (including

Fig. 12. Cross section along the plane of incidence for simulation and measured for sample IOL1068-09 when the wt-% is decreased to 0.425%.
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Table 6. Sum of Radiance from Simulations and Measurements for Sample IOL1068-09 When the wt-% Is
Decreased to 0.425%

a

Angular Configuration

Sample θi = 45◦, θo = 0◦ θi = 0◦, θo = 45◦ θi = 45◦, θo = 15◦

IOL1068-09 Measured 8.295 9.982 8.578
Simulated 7.903 (0.1574) 7.124 (0.3615) 8.106 (0.2399)

aThe mean squared relative error (MSRE) for simulation against measured BSSRDF in Fig. 5 is denoted in parenthesis.

Fig. 13. Comparison of rendered sample IOL1068-09 with photograph when the wt-% is decreased to 0.425%. The RMSE decreased to 0.0537
while SSIM improved to 0.862.

the imaginary part) based on measurements available in the
literature.

This leads to another limitation, which is the lack of quantifi-
cation of errors in the pipeline. Recreating a digital twin requires
many separate components and the characterization of each
inherits some error. This error feeds into the pipeline, which
can enhance error. While we have shown how to validate the
components, a challenge in predicting the impact of the error
remains. Focus on quantifying this error is an important future
endeavor.

In Section 5.B, the weight percentage reduction was car-
ried out manually which requires an iterative labor-intensive
process. In the future, an optimization-based inverse rendering
technique [22] could be employed instead. We could in this
way find changes in model input parameters that would lead to
more accurate representation of the BSSRDF and appearance
observations. This enables us to estimate a plausible difference
between assumed and actual sample properties.

Due to the nature of our samples, we sometimes chose simple
models that impose some limits on the samples that our current
pipeline can deal with. Fortunately, as mentioned previously,
methods exist to extend the applicability of our digitization
pipeline as needed. If a sample exhibits a normal distribution
with roughness α > 0.1, a BSDF model should be used that
includes multiple insurface scattering [50]. If the sample to be
digitized is very translucent, a correction technique should be
used for the 3D scanning of the surface [37]. We consider these
options interesting potential extensions of our pipeline that can
broaden the range of objects that it can be used to digitize.

6. CONCLUSION

We have proposed digitization and validation pipelines for the
appearance of translucent objects. This included an efficient

tool for computing BSSRDF slices for a plane-parallel turbid
medium. For insurface scattering, we proposed a modified
microfacet distribution function with an ability to account for
offsets in the mean microfacet normal angle. For subsurface
scattering, we demonstrated the importance of using a more
physically based phase function. In general, we have demon-
strated how traceable BSSRDF measurements can provide an
important tool for validating computed optical properties.
The ability to quantitatively assess the accuracy of an object
appearance model is the first step toward finding a better model.
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