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Abstract

Monocular 3D human pose estimation has reached
an impressive performance. State-of-the-art mod-
els predict joint locations that can be accurately
reprojected back into the image, resulting in vi-
sually convincing detections. However, our aim is
to use the predicted poses in a domain with high-
frequency movements, that is, for video of ath-
letes performing golf swings. Our investigation is
based on accurate marker-based motion capture
data. Also, for our data, the predicted 3D joint
locations look convincing when we reproject them
into the image. However, by quantitatively com-
paring the results with the motion capture data, we
see significant model errors that are too erroneous
to be used for any kinematic analysis of the move-
ments. Thus we conclude that the current models
cannot be used out of the box for advanced golf
analytics.

1 Introduction

With recent years advancements in human pose es-
timation, we are approaching 2D human pose es-
timation with accuracy scores of more than 95%
(probability of correct keypoint scores [3]). This is
a state where methods can be used to generate new
pseudo-ground truth data [44, 39, 43, 6, 38, 4]. The
issue is that 2D pose estimation is often not suffi-
cient for further analysis of movement due to the
inherent parallax error from 2D analysis [29, 37].
This parallax error means that an observed joint
angle can be different from two views of the same
movement and lead to conflicting conclusions.

Instead, we need 3D. 3D pose methods are
also improving with state-of-the-art multi-view

methods achieving mean per joint precision errors
(MJPE) as low as 2 cm in controlled lab setups
[35, 17, 14]. But also in-the-wild methods achieve
MPJPEs below 8 cm [10, 21, 23, 40], with only
a single camera view of people performing various
activities that results in convincing mesh reprojec-
tions [12]. With the introduction of the 3DPW
dataset [42] and the accompanying challenge, peo-
ple are now starting to standardize evaluation pro-
tocols and metrics to make it easier to quantita-
tively compare models in a consistent manner and
not just judging a model based on visual inspection.

In this paper we will investigate how state-of-the-
art methods for monocular 3D human pose estima-
tion perform on data of golf movements, i.e. fast
motions that differ from the motions in the 3DPW
dataset [42]. Our aim is to determine if current
models can be used for kinematic analysis of golf
swings. In many ways one should think that golf
would be an easy scenario for the 3D human pose
models, as, in contrary to many other sports, the
athlete in golf is performing the motion in one place
and not moving around the scene. On the other
hand the swing motion is rapid, and temporal con-
sistency is key when using the data for kinematic
analysis.

In our analysis, we investigate four state-of-the-
art 3D monocular pose methods – two that are
frame-based and two that are sequence-based – and
evaluate their performance using standard quanti-
tative metrics. Since we are interested in the per-
formance of the golfer, we also investigate the pre-
dicted body rotations and kinematic metrics nor-
mally used for golf motion analysis.
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2 Related work

2.1 Monocular 3D pose estimation

Methods for monocular 3D pose estimation can be
separated into two main categories. One category
predicts the 3D joint locations directly or regresses
it from a 2D pose [45, 27, 31, 2, 34], while meth-
ods in the other category fit a parametric body
model to the image [5]. The most widely used
body model is the SMPL model [25]. Currently,
parametric methods based on SMPL achieve state-
of-the-art results on monocular 3D pose bench-
marks [18, 22, 24, 8, 19, 20] and are therefore the
methods we will consider in this paper.

Human Mesh Recovery (HMR) by Kanazawa
et al. [18], directly regresses a reconstruction of the
SMPL model from an image. This is done by first
encoding the image with a ResNet-50 model [13]
and from this embedding regressing the pose and
shape parameters of the SMPL model, as well as
the camera parameters. The model is trained to
predict the 3D representation of a human to min-
imize the 3D error as well as the 2D reprojection
error. To achieve better results, they use a discrimi-
nator that validates if the predicted shape and pose
parameters are valid. They argue that this will con-
strain the model to only predict valid poses. A po-
tential issue with the discriminator could, however,
be that the method will struggle to adapt to data
containing motions not included in the dataset the
prior is trained on [33].

The SPIN [22] method is the first method to
combine regression and optimization based models
into a unified model. They combine HMR with
SMPLify [5], by first regressing the initial SMPL
parameters with HMR and then iteratively using
SMPLify updates the model parameters by fitting
the model to detected 2D keypoints in the image.

Another recent extension to the HMR method is
METRO by Lin et al. [24]. In METRO they re-
place the ResNet-50 backbone with a transformer
architecture that directly regresses 3D vertex and
joint positions instead of first regressing SMPL pa-
rameters followed by a mapping to vertices and
joints.

None of the aforementioned methods utilizes the
temporal aspect of human movement and are only
interested in frame-wise accurate 3D poses. With
HMMR, Kanazawa et al. [19] introduce a video-

based human 3D pose estimation method that
successfully incorporates temporal information, by
predicting SMPL parameters from a sequence of
frames. Kocabas et al. [20] extends this approach
with their method VIBE, which in addition to
utilizing temporal information adds a discrimina-
tor on the entire motion instead of a frame-wise
discriminator as in HMR [18]. Both HMMR and
VIBE includes a residual layer between their spa-
tial feature extraction layer and the temporal en-
conding. Choi et al. [8] shows with their TCMR
method that by removing this residual connection,
they get smoother and more temporal consistent
predictions. In this analysis we will use the HMR
[18], SPIN [22], VIBE [20] and TCMR [8] methods,
as they represent the most established single frame
methods as well as the new state-of-art performing
sequential methods.

2.2 3D human pose data

Obtaining 3D human pose data is a cumbersome
and time consuming process usually involving a mo-
tion capture system with either reflective markers
attached to the body [41, 1], or an IMU based sys-
tem [7]. Most public available datasets are cap-
tured in controlled lab environments different from
the physical domains where the 3D models are ex-
pected to be deployed in real use cases. In addition
to this, the datasets are limited in the amount of
subjects and motions available [16, 28, 36]. Mah-
mood et al. [26] have with their AMASS database,
tried to address these issues by combining several
motion capture dataset and unified their differ-
ent marker protocols into the SMPL body model
[25]. However, even with this large collections of
datasets it still only contains 344 subjects doing a
total of 11265 motions, in controlled environments.
To solve this and move 3D human pose estimation
out of the lab and into realistic environments, von
Marcard et al. [42] introduced the dataset 3D Poses
in the Wild (3DPW). The 3DPW dataset is based
on smartphone video of subjects wearing an Xsens
IMU system [7]. They the use a graph-based ap-
proach to align the video data with the recorded
IMU data. Since this dataset truly is captured in
the wild and outside the lab it is often what is used
as a benchmark for new 3D pose estimation meth-
ods. It should however be noted that their method
of aligning video with IMU data is not perfect and
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they report a mean joint error at 26mm [42].

3 Evaluation metrics

To evaluate 3D pose methods, mean per joint preci-
sion error, or in short MPJPE, is often used. Given
a set of predicted 3D joints x̂1, . . . , x̂n and the
corresponding ground truth locations for the joints
x1, . . . , xn. The error is then usually given as,

1

n

n∑
i=1

||x̂i − xi||2. (1)

From this equation it is clear that the MPJPE
metric should only be able to use the absolute pose
and not take scale, translation, or orientation into
account. It is, however, common practice to ac-
count for differences in scale by scaling the predic-
tions such that the mean limb length is identical
to the average value of all subjects in the training
set [46]. In addition to adjusting the scale, transla-
tion is also accounted for by aligning the predicted
and ground truth poses by their root coordinate,
which in human pose estimation is set to be the
center of the hips [46].
Another often used metric in 3D human pose es-

timation is the reconstruction error or Procrustes
aligned MPJPE (PA-MPJPE). This is a variation
of the MPJPE metric that takes scale, rotation and
translation into account by aligning the predictions
to the ground truth with Procrustes analysis [9],
i.e.,

min
τ

1

n

n∑
i=1

||τ(x̂i)− xi||2. (2)

From Equation (2) it can be seen that the only
difference between the MPJPE and PA-MPJPE
metric is the similarity transformation τ . From
how the MPJPE metric is used with hip alignment
and fixing the scale, the only difference is how the
transformation is found and that the rotation is the
identity matrix for the MPJPE metric.
It should be noted that the MPJPE and PA-

MPJPE metrics only look at a single frame at a
time and thus have a transformation for each frame
in the sequence. Depending on the experiment
frame-based metrics with one rigid alignment per
frame can be desirable, as the metric thus only fo-
cuses on evaluating the pose and nothing else. In

some scenarios, it can, however, also hide a lot of
the flaws in the prediction, as it does not evaluate
if the predicted poses are inconsistent through a
sequence of consecutive frames or if the estimated
prediction has a wrong rotation.

For this reason, we introduce a variation of the
PA-MPJPE metric operating on a sequence basis
instead of a per-frame basis. This means that the
transformation, τ , is found using all the poses in a
sequence instead of just a single pose. In our setup
with a stationary camera, we believe this metric
results in a more fair evaluation of the estimated
joints, as it penalizes the method for being tem-
porally inconsistent. The sequence-based metric,
however, still focuses on evaluating the quality of
the methods’ predicted poses and not the predicted
position in world coordinates. This sequence-based
metric will in the results be denoted Sequence PA-
MPJPE.

4 Experiments

To validate the state-of-the-art methods perfor-
mance on high frequency data, we have captured
a small dataset of golf swings using the optical
marker based motion capture system Qualisys [1],
with a synchronized RGB camera. The dataset
consists of four male golfers with skill levels from
amateur to semi-professional and each subject has
taken swings both with irons and drivers to include
a diverse set of golf strokes. In total 124 swings are
included in the dataset, each with a frontal camera
view of the golfer. All of the videos are captured at
85 FPS totaling roughly 22 195 frames with ground
truth 3D poses of the athletes.

4.1 Evaluation protocol

To evaluate the performance of the models, we use
MPJPE, PA-MPJPE, and Sequence PA-MPJPE as
described in Section 3. The Sequence PA-MPJPE
is evaluated with one rigid alignment per swing.
The PA-MPJPE and MPJPE are evaluated follow-
ing the common protocols [45, 27, 31, 2, 34, 18,
22, 10]. This means the MPJPE is computed af-
ter transforming the estimated and ground-truth
coordinates to the same reference coordinate sys-
tem and then aligning them by their root joint,
i.e. the mid-position between the left and right hip.
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MPJPE
Sequence

PA-MPJPE
PA-MPJPE

VIBEs [20] 144.95 123.74 106.13
HMRf [18] 301.20 284.59 269.84
SPINf [22] 201.38 176.07 145.75
TCMRs [8] 149.06 127.79 107.00

Table 1: Evaluation results on the golf motion
capture dataset. All the metrics are presented in
mm. The superscripted s indicates a sequence-
based method and the superscripted f a frame-
based method. Generally, it can be said that all
models perform poorly compared to evaluation re-
sults on the 3DPW dataset [42]. It is however
clear that the sequence-based methods, VIBE and
TCMR, perform better than the frame-based meth-
ods.

While PA-MPJPE is the frame-based rigid align-
ment where the alignment is found by Procrustes
analysis [9].

4.2 Results

We compare four state-of-the-art methods for
monocular 3D pose estimation, namely VIBE [20],
TCMR [8], HMR [18] and SPIN [22] on the cap-
tured golf dataset. The evaluation results are pre-
sented in Table 1. From the results in Table 1 it is
clear that all of the methods perform significantly
worse than on the datasets they have been trained
on, with more than double the errors they obtain
on the 3DPW dataset [42]. These numbers indi-
cate that the methods struggle to adapt to data
from an unseen domain with high frequency move-
ments. From the results we also see that the two
sequence based methods VIBE [20] and TCMR [8]
performs significantly better than the frame based
methods.

In Figure 1 we have qualitatively evaluated the
VIBE method [20] on a golf sequence. Visually, it
seems like the method is performing well on a golf
swing apart from the crossing hands at the end of
the swing. This is a general trend, which we see in
all of the four methods in all of the swings. These
visual results do not align with the quantitative
results in Table 1 as these numbers indicate that
the methods perform poorly.

(a) Address (b) Mid-
backswing

(c) Top-
backswing

(d) Impact (e) Follow
through

Figure 1: Five frames from different key scenar-
ios in the golf swing. The 3D mesh estimated by
the VIBE method [20] has been overlaid on the im-
ages. The results look visually accurate with the
only obvious issue being the “hand-crossings” in
the follow-through.

To investigate the results in depth we have ren-
dered the predicted meshes from Figure 1 together
from a frontal and a side view in Figure 2. From the
renderings in Figure 2 it becomes apparent that the
method struggles to correctly estimate the depth.
It is no surprise that monocular models perform
worse along the z-axis, but in this specific case it
seems like the method simply rotates the predicted
person as the athlete bends forward in the swing,
which then results in a correct 2D projection but
wrong 3D positions. We suspect that this behavior
is encouraged by the design of optimization-based
models, where they emphasize the 2D reprojection
loss [20, 8, 22] which in the end is almost the same
as prioritizing to minimize the loss along the x-
and y-axes resulting in a visually pleasing result.
Combined with the PA-MPJPE metric hiding er-
rors related to the rotation of the predicted pose
and generally a lack of ground truth 3D pose data,
this makes it seems that the models are successful
at adapting to unseen and different domain data as
the results by visual inspection seem to be correct.
This is, however, not the case when evaluated with
the MPJPE metric on 3D pose data. To further
investigate this for all the methods, we have com-
puted the error along each axis. From the results in
Table 2 we see that the error along the z -axis, that
is, the depth component, is significantly larger than
the errors along the x- and y-axes for all methods
except HMR [18], which is also the only method
not relying on optimization.
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(a) Front view

Z

X

Y

(b) Side view

Figure 2: The five meshes from Figure 1 visualized
in 3D from a frontal and side view. From the frontal
view, the poses seem visually plausible, but from
the side view, it is clear that the estimated meshes
exhibit large errors in the z-direction.

x-error y-error z-error

VIBE [20] 55.0 55.6 101.1
SPIN [22] 89.9 77.8 128.9
HMR [18] 166.0 143.5 145.2
TCMR [8] 63.1 51.3 103.1

Table 2: MPJPE for each of the models divided
into the error along each axis. Here it is seen that
the error along the z-axis, i.e. the depth component
is significantly larger than the errors along the x-
and y-axis.

5 Kinematic analysis

The purpose of this paper is to analyze the state
of current monocular 3D pose models and to see if
they have reached a state in which they can be used
for kinematic analysis of a golf swing. With the ac-
curacy found in Table 1 and Figure 2, it has become
clear that the models cannot be used for analyses
where accurate world coordinates are required.

However, for analysis of the golf swing global co-
ordinates often are not needed as the researchers
and coaches are more interested in the kinematics
of a swing. The kinematics of a swing is usually
presented as relative rotations computed in local
coordinate systems of the relevant body segments
[32, 11, 30, 15]. This implies that the predicted 3D
joint locations needed for a kinematic analysis do
not need to be precise in the global position and

orientation, but they do still need to be predicted
with a consistent rotation.

To investigate whether or not the models can be
used for analysis in the local coordinate systems
of the body segment, we have taken the best-case
model output, i.e., the swing with the lowest PA-
MPJPE, and used the predicted 3D joint locations
to compute the kinematic sequence of the swing.
For the sake of this analysis, we will only focus on
the kinematic sequence of the golf swing, which is
an important indicator for the relative timings of
the main body rotations in the golf swing. An ideal
kinematic sequence will allow golfers to hit more
consistent swings and achieve higher club speed.
The relevant rotations in the kinematic sequence
are the rotation of the pelvis, thorax, and lead arm,
which for a right-handed golfer will be the left arm.

From Figure 3a we see a clear trend with the arm,
thorax and pelvis rotations all peaking about 120
ms before impacting the golf ball. This is close to
an ideal golf swing, which allows optimal transfer of
the body rotational forces into the club head. If we
instead consider the kinematic sequence computed
from the predicted joints in Figure 3b it indicates
that the pelvic rotation peaks close to 120 ms be-
fore impact with the golf ball, while the arm and
thorax rotation have its peaks exactly at impact. In
a coaching scenario, this would lead to a wrong con-
clusion, as it would suggest that the golfers timings
are off and that he is not fully successful in trans-
ferring the body rotation velocities to the golf club.
Based on this analysis of Figure 3a and Figure 3b
it is clear that the predicted signal is too noisy to
be used for swing analysis.

6 Recommendations

In this section we will present recommendations for
future methods to address some of the issues found
with existing state-of-the-art methods in this re-
search, in the hope that future methods can reach
a state where they can be used for sports analytics.
In Figure 2, we saw a clear trend that the mod-
els struggle with accurate depth predictions while
performing significantly better along the x- and y-
axes. Especially the optimization-based methods
show significantly better performance along the x-
and y-axes compared to the depth.
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(a) Kinematic sequence from ground truth 3D joint
locations.

(b) Kinematic sequence from predicted 3D joint locations.

Figure 3: Kinematic sequence of a golf swing com-
puted from (a) ground truth 3D joint locations, and
(b) 3D estimates from the VIBE model [20]. The
swing has been chosen as the swing with the lowest
PA-MPJPE, i.e. the best prediction. Comparing
(a) to (b) it is clear that the sequence based on
predictions cant be used for analysis.

We believe that this is caused by models moving
towards more 2D supervision instead of 3D super-
vision. The argument for moving towards 2D su-
pervision is that accurate 3D data are scarce and
expensive to obtain while pseudo-ground truth 2D
data are easy to obtain. Several models also show

that they achieve higher accuracy by including 2D
supervision [18, 24, 22], while also showing better
performance even on out-of-domain data. We be-
lieve that 2D supervision is beneficial to include
but one should be careful not to overfit to the 2D
reprojected data and thus loose depth information.
Our recommendation is to continue to use 2D data,
but to put more emphasis on 3D supervision and
obtain 3D data for the intended domain.

We also see a trend that more methods include a
discriminator to classify whether or not a predicted
pose or pose sequence is likely to be a real human
pose [33, 18, 22, 20]. This is an interesting ap-
proach, which especially for sports analysis will be
able to constrain the method based on known infor-
mation about the likely motions in the sport. The
downside of the approach used in current methods
is that the discriminator is trained on already avail-
able 3D datasets such as 3DPW or Human3.6M
[42, 16]. This can be limiting when the objective is
sports analysis as the poses seen in sports are not
poses that are present in the datasets and could
thus be classified as unlikely poses by the discrim-
inator. For sports analysis, it is often the relative
movements that are of interest, as also seen in the
analysis of the kinematic sequence. To achieve ac-
curate relative movements, temporally consistent
methods are needed, but with current benchmarks
[42] focusing on the PA-MPJPE metric, the rota-
tional and temporal inconsistencies of the meth-
ods are not evaluated. We believe that rethinking
the metrics to account for this, will encourage re-
searchers to focus on this aspect of the methods
performance. Some articles have started to report
the acceleration error of the joint, which we believe
is a step in the right direction toward more tempo-
rally consistent methods [8, 20], and thus methods
useful for sports analytics.

7 Conclusion

In this paper, we presented a study of the current
state-of-the-art monocular human 3D pose meth-
ods evaluated on a small 3D golf pose dataset
obtained with a marker based motion capture
setup. The purpose of the study was to investigate
whether current methods are at a state where they
can be used for accurate sports analytics. We have,
through evaluation of the estimated joint positions,
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shown that current models emphasizing the 2D re-
projection loss fail to provide accurate depth esti-
mates of the joint locations. For the golf swing, we
see that the models are most likely to estimate the
position of the hands incorrectly. Through a case
study of the kinematic sequence of a golf swing, we
have concluded that current methods are not accu-
rate and temporally consistent enough to be used
for sports analysis.
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